A Multi-Objective Learning Method for Building Sparse Defect Prediction Models
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Abstract—Software defect prediction constructs a model from the previous version of a software project to predict defects in the current version, which can help software testers to focus on software modules with more defects in the current version. Most existing methods construct defect prediction models through minimizing the defect prediction error measures. Some researchers proposed model construction approaches that directly optimized the ranking performance in order to achieve an accurate order. In some situations, the model complexity is also considered. Therefore, defect prediction can be seen as a multi-objective optimization problem and should be solved by multi-objective approaches. And hence, in this paper, we employ an existing multi-objective evolutionary algorithm and propose a new multi-objective learning method based on it, to construct defect prediction models by simultaneously optimizing more than one goal. Experimental results over 30 sets of cross-version data show the effectiveness of the proposed multi-objective approaches.

Index Terms—software defect prediction, multi-objective learning methods, ranking task, cross-version defect prediction

I. INTRODUCTION

Software defect prediction employs software metrics (also referred to as features or attributes) of software modules (such as classes, files, packages, etc) to construct defect prediction models, in order to predict defect information of new software modules [16]. It can support software testing activities, by helping software testers to focus on software modules with defects, in order to timely detect and repair defects before releasing [14]. Cross-version defect prediction constructs a model from the previous version of a software project to predict defects in the current version, so it can help software testers to focus on software modules with more defects in the current version [12].

There are two most frequently investigated goals of software defect prediction: to predict an order of software modules based on the predicted defect numbers (which we call as ranking task) [11], [16], and to predict whether a software module has defects or not (which we call as classification task) [9]. In this paper, the former goal is studied. The detailed process is as follows [16]: first, data is obtained from software modules according to metrics such as lines of code, and response for a class [5]; secondly, a model is constructed based on the data from modules with known defect numbers; and finally, the model is used to predict defects of software modules with unknown defect numbers, so that an order of these modules based on the predicted defect numbers is obtained.

Most existing methods, such as linear regression [10], negative binomial regression [11], recursive partitioning, Bayesian additive regression trees, and random forest [13], construct defect prediction models by maximum likelihood estimation or least squares, focusing on the fitting of each sample. Considering that prediction models constructed by these methods might fail to give an accurate order (because of the difficulty to predict the exact number of defects in a software module due to noisy data), Yang et al. [15] proposed an effective learning-to-rank method, which constructed defect prediction models by directly optimizing the ranking performance.

However, in some cases, the model complexity is also considered. That is, when performance is the same, a simple model is better than a complex model. Furthermore, in some cases, both a good order of software modules and a high prediction accuracy are desired. In other words, an accurate order is needed to help software testers to allocate testing resources (for instance, more testing resources for modules with more defects), and the predicted defect numbers should be reasonable or meaningful (for example, if the true defect number is 3, a predicted defect number around 3 might be better than 3000). Therefore, defect prediction for the ranking task can be seen as a multi-objective optimization problem. And hence, in this paper, we investigate the application of multi-objective learning methods to construct defect prediction models by simultaneously optimizing ranking performance,
prediction accuracy and model complexity, in order to obtain a simple model that can give a good order and a high prediction accuracy.

The rest of this paper is organized as follows. Section II presents related work. In Section III, an overview of the investigated multi-objective optimization methods (including the original one and the proposed one) is described. In Section IV, we detail the experimental methodologies. Experimental results are reported in Section V. Section VI presents the threats to validity, and Section VII draws the conclusions.

II. RELATED WORK

Software defect prediction for the ranking task can help software testers to focus on software modules with more defects, which attracts many researchers. For example, Gao et al. [4] compared eight count models, and they concluded that zero-inflated negative binomial regression, hurdle negative binomial regression and hurdle Poisson regression with threshold 2 were more effective. Weyuker et al. [13] compared four approaches (negative binomial regression, random forest, recursive partitioning and Bayesian additive regression trees) to predict the number of defects in software modules, and they concluded that negative binomial regression and random forest models performed better than the other two models. Yang and Wen [16] investigated two penalization methods for constructing prediction models, and they concluded that both penalized regression performed better than linear regression and negative binomial regression for cross-version defect prediction because they could handle the multi-collinearity problems in the datasets.

The above-mentioned methods construct models by minimizing prediction error measures such as average, relative, or mean square errors, which might not provide a direct insight into the ranking performance [7]. Therefore, some researchers employed evolutionary algorithm to directly optimize the ranking performance. For example, Khosghoifara et al. [7] used a GP-based approach to optimize tree size and performances for the 95%, 90%, 80%, and 70% cutoff percentile values to obtain prediction models, and they concluded better performance of the proposed models. Yang et al. [15] proposed a learning-to-rank approach to directly optimize the ranking performance measure (fault-percentile-average), and the experimental results showed that the learning-to-rank approach and random forest were better than other methods to construct defect prediction models for the ranking task.

Realizing that single-objective approaches might be insufficient for solving software defect prediction problems, some researchers proposed multi-objective learning algorithms to construct models [8]. For example, in 2004, Khosghoifara et al. [7] used a GP-based approach to optimize five objectives, in order to obtain a better ranking. To be noted, the five objectives were in order, i.e., the first objective had priority over other objectives, and then came the second objective, etc. In 2007, Khosghoifara et al. [6] proposed a multi-objective optimization method to construct models to fit different applications, which simultaneously optimized a balance of classification accuracy, available resources and model simplicity. They also considered model simplicity. Different from our work, they studied classification defect prediction problems without any consideration for ranking performance. In order to deal with the imbalanced problem in software defect prediction, Carvalho et al. [1] applied multi-objective particle swarm optimization to obtain a set of rules with sensitivity and specificity as the objectives, and these rules composed a classifier. Shukla et al. [12] compared a multi-objective logistic regression method with four traditional machine learning algorithms for cross-version defect prediction for the classification task, and they concluded better performance of the multi-objective logistic regression. Li et al. [8] compared a multi-objective approach that optimized two objectives and a single-objective approach that directly optimized a trade-off of these two objectives for classification software defect prediction, and they pointed out that when the trade-off of objectives was known, it might be better to choose single-objective approaches to directly optimize the trade-off, instead of using multi-objective approaches.

III. MULTI-OBJECTIVE OPTIMIZATION

According to related work, existing studies about software defect prediction for the ranking task constructed software defect prediction models by optimizing prediction error measures, or the ranking performance, ignoring model complexity. In some cases, a simple model is desired, and both a good order to help testers to allocate testing resources, and a good predicted accuracy as reference are desired. Therefore, defect prediction can be seen as a multi-objective optimization problem, and hence we employ a multi-objective evolutionary algorithm to solve it.

In this section, we firstly introduce the involved objectives (fitness functions). Subsequently, the employed multi-objective evolutionary approach and the revised method are described.

A. Fitness Functions

As mentioned above, all three objectives (a good order, a high prediction accuracy, and a simple model) might be desired in some cases. Hence, three fitness functions are described in this subsection.

In this study, we adopt fault-percentile-average (FPA) [13] as the ranking performance measure. Considering $m$ modules $f_1, f_2,\ldots, f_m$, listed in increasing order of predicted defect number, $s_i$ as the actual defect number in the module $f_i$, and $s=s_1+s_2+\ldots+s_m$ as the total number of defects in all modules, the proportion of actual defects in the top $t$ predicted modules (i.e. top $t$ modules predicted to have most defects) to the whole defects is $\frac{1}{t} \sum_{i=m-t+1}^{m} s_i$. Then FPA is defined as follows [13]:

$$FPA = \frac{1}{m} \sum_{t=1}^{m} \frac{1}{s} \sum_{i=m-t+1}^{m} s_i$$

FPA is an average of the proportions of actual defects in the top $i$ ($i: 1 \text{ to } m$) predicted modules. Larger FPA means better ranking performance, and can help allocate testing resources better on the whole.
Mean square error (MSE) is adopted as prediction accuracy in this paper. Considering $m$ modules $f_1, f_2, \ldots, f_m$, $s_i$ as the actual defect number in the module $f_i$, and $p_i$ as the predicted defect number in the module $f_i$, MSE is simply computed as follows:

$$\frac{1}{m} \sum_{i=1}^{m}(p_i - s_i)^2$$

Smaller MSE means better prediction accuracy.

In this paper, we adopt a linear model as a base predictor for multi-objective approaches. Given $n$ training metric vectors of software modules $x_t=(x_{t,1}, x_{t,2}, \ldots, x_{t,d})$ ($i$: 1 to $n$, $x_i$ is the vector of the $i^{th}$ software module, $x_{t,j}$ is the $j^{th}$ metric value in vector $x_i$, and $d$ is number of metrics), which compose a metric matrix $X$, and corresponding defect count vector $y$, the predicted defect number of testing module $f(z_t)$ is computed as follows:

$$f(z_t) = \sum_{j=1}^{d} \alpha_j z_{t,j} + \alpha_0$$ (1)

where $\alpha_j$s (including $\alpha_0$) are the corresponding parameters obtained by training. Once $\alpha_j$s are fixed, the model is learned. If more $\alpha_j$s equal to zero, it costs less computation, and the model is sparser and simpler. Therefore, we use the number of nonzero $\alpha_j$s to measure the model complexity, which is denoted as Number of Nonzeros (NNZ). Smaller NNZ means a sparser (simpler) model.

B. Multi-Objective Approaches

Multi-objective approaches are used to construct a set of Pareto-optimal models. In this study, we adopt a linear model as a base predictor, and Non-dominated Sorting Genetic Algorithm II (NSGA-II) [2] as the multi-objective learning algorithm. As mentioned in the above subsection, the predicted defect number of testing module $f(z_t)$ is computed as $f(z_t) = \sum_{j=1}^{d} \alpha_j z_{t,j} + \alpha_0$. The goal of NSGA-II is to find out a set of $\alpha_j$s, which optimizes two or three objectives (FPA, MSE, or/and NNZ). The detailed process of NSGA-II is as follows (more details in [2]).

- **Initialize:**
  - Set population size (number of solutions) to $N$, and randomly generate $N$ solutions that compose population $P_0$. Sort the solutions in $P_0$ using fast non-dominated sorting, and compute the non-dominated rank value of each solution.
  - Set the generation number $t = 0$.
- **Main Body:**
  - While $t < t_{max}$ (maximal generation number, used to decide the termination condition), do
    - Use binary tournament selection to select individuals from $P_t$ for crossover and mutation to generate the offspring population $Q_t$.
    - For every solution $q = (\alpha_0, \alpha_1, \ldots, \alpha_d)$ in $Q_t$, for $i = 0$ to $d$
      - Produce a number $randi$ from 0 to 1.
      - If $randi < Ratio$, set $\alpha_i = 0$
        - Combine solutions in $P_t$ and $Q_t$ to get $R_t = P_t U Q_t$.
        - Sort $R_t$ based on non-domination rank value and crowding distance, and select $N$ elitist individuals to compose the new parent population $P_{t+1}$.
  - EndWhile
- **Termination:**
  - Return Pareto-optimal solutions in $P_{t+1}$.

Because it is difficult for NSGA-II to achieve zero $\alpha_j$s using crossover and mutation operation, we revise the process of NSGA-II by setting part of parameters to zero randomly, in order to obtain sparse models. The detailed process of the revised NSGA-II is as follows, and the changes are shown in bold font.

- **Initialize:**
  - Set population size (number of solutions) to $N$, and randomly generate $N$ solutions that compose population $P_0$. Sort the solution in $P_0$ using fast non-dominated sorting, and compute the non-dominated rank value of each solution.
  - Set the generation number $t = 0$.
  - Set the certain ratio to $Ratio$, which is from 0 to 1.
- **Main Body:**
  - While $t < t_{max}$ (maximal generation number, used to decide the termination condition), do
    - Use binary tournament selection to select individuals from $P_t$ for crossover and mutation to generate the offspring population $Q_t$.
    - For every solution $q = (\alpha_0, \alpha_1, \ldots, \alpha_d)$ in $Q_t$
      - For $i = 0$ to $d$
        - Produce a number $randi$ from 0 to 1.
        - If $randi < Ratio$, set $\alpha_i = 0$
        - Combine solutions in $P_t$ and $Q_t$ to get $R_t = P_t U Q_t$.
        - Sort $R_t$ based on non-domination rank value and crowding distance, and select $N$ elitist individuals to compose the new parent population $P_{t+1}$.
  - EndWhile
- **Termination:**
  - Return Pareto-optimal solutions in $P_{t+1}$.

IV. EXPERIMENTAL SETUP

In this section, we detail the research questions, data sets, and implementation respectively.

A. Research Questions

In this paper, we mainly investigate the ability of multi-objective learning methods to build sparse defect prediction models. Since we adopt a linear model as the base predictor, we compare linear models optimized by multi-objective learning methods with linear models achieved by other methods, including ordinary linear regression [13], learning-to-ranking approach [15], lasso regression and ridge regression [16]. Therefore, the main research questions in this paper are as follows.

* **RQ1:** Compared with linear models achieved by a single-objective evolutionary algorithm (the learning-to-ranking approach) [15], how do linear models obtained by multi-objective methods perform?
* **RQ2:** Compared with other linear models (linear regression [13], lasso regression and ridge regression [16]), how do our linear models perform?
In essence, both research questions evaluate whether multi-objective methods bring benefits. The learning-to-rank method constructs defect prediction models by directly optimizing the ranking performance, which has shown its effectiveness in Yang et al. ’s work [15]. Linear regression, lasso regression and ridge regression focus on the fitting of each sample because they construct models by minimizing mean square errors. Their good ranking performance for software defect prediction has also been shown [13], [16]. Therefore, we respectively compare the multi-objective methods with these two kinds of algorithms. Different from previous work [13], [15], [16], because we investigate the ability of multi-objective learning methods to build sparse defect prediction models, we consider not only the ranking performance, but also the model simplicity.

B. Datasets

In order to facilitate others to reproduce results, 41 data sets from 11 open-source projects in PROMISE repository [12], [15] are used. Following Yang et al.’s work [15], we use the defect number as the dependent variable.

The characteristics of these experimental datasets are shown in Table I. The column of ‘faulty modules’ records the number of modules having defects (with the percentages of faulty modules in the subsequent brackets), the column of ‘range of defects’ records ranges of defect numbers in the corresponding datasets, and the column of ‘total defects’ records the total number of defects in all modules of the corresponding datasets.

These specific twenty metrics can be found in Jureczko et al. ’s work [5].

C. Implementation

In order to simulate the actual situation, cross-version defect prediction is adopted. That is, software defect prediction models constructed according to one version are used to predict defects of the next version.

According to the research questions, we need to implement the learning-to-ranking approach, linear regression, ridge regression, lasso regression, and the two multi-objective approaches. The involved objectives included fault-percentile-average (FPA), mean square error (MSE) and number of nonzero (NNZ), which are described in Section III. All methods are implemented in Python. Specifically, the two multi-objective approaches, NSGA-II and the revised NSGA-II are implemented based on Geatpy2, which is a genetic and evolutionary algorithm toolbox for Python with high performance. The parameters for the multi-objective approach are simply set like the learning-to-rank approach [15]. The feasible solution space is set as $\Omega = \prod_{i=1}^{m} \{-20, 20\}$, and the population size and maximal generation are set to 100. The Ratio of our revised NSGA-II is set as 0.2.

Besides, linear regression, ridge regression and lasso regression models are implemented based on scikit-learn, which is a popular software machine learning library for the python programming language. Default parameters are adopted for linear regression. In ridge regression model, the value of alpha has an impact on the performance of models. Thus, we use RidgeCV with alpha values ranges from 0 to 1000 at 0.1 interval, to build ridge regression models with a relatively suitable alpha. And in lasso regression model, the parameters are optimized by least angle regression. Like ridge regression, the parameter alpha is also important. Thus, we use LassoLarsCV, which set the alpha parameter by 10-fold cross-validation to build lasso regression model.

V. EXPERIMENTAL RESULTS

The experimental results are reported according to the research questions: RQ1 and RQ2. That is, we respectively compare the multi-objective methods with the single-objective evolutionary algorithm (the learning-to-rank approach), and other classic linear models.

A. RQ1: Multi-Objective VS. Single-Objective

In this subsection, we compare the multi-objective approaches (original NSGA-II and revised NSGA-II) with the learning-to-rank approach (which achieves models by a single-objective evolutionary algorithm) over 30 sets of cross-version
data. The multi-objective approaches optimize three objectives (fault-percentile-average (FPA), mean square error (MSE), and number of nonzero (NNZ)) simultaneously, and the learning-to-rank approach optimizes FPA. For both multi-objective and single-objective algorithms, all Pareto-Optimal models (all optimal models for single-objective method) in final population over previous version of data are used to predict the next version, so there may be more than one result for each method. Because there are a total of three objectives and the learning-to-rank approach only optimizes FPA, in order to show results more intuitively, we compare their results using different figures (two figures record FPA and MSE, and the other two record FPA and NNZ).

The compared results of FPA and MSE are shown in Figures 1 and 2, and the compared results of FPA and NNZ are shown in Figures 3 and 4. Since the MSE values of the learning-to-rank approach are very large compared with multi-objective methods, we use $\ln(MSE)$ (natural logarithm based on $e$) instead of MSE as the $y$ axis.

In Figures 1 to 4, over most sets of data, there exist models by revised NSGA-II, which dominate (achieve both smaller MSE/NNZ and larger FPA than) the learning-to-rank models. This indicates good performance of the revised NSGA-II.

The MSE values of original NSGA-II models are between the learning-to-rank models and models achieved by revised NSGA-II. NNZ values of models obtained by both the learning-to-rank approach and original NSGA-II are 21, which means no zero parameters for these models. Although original NSGA-II optimizes three objectives, but it is really difficult for it to achieve zero parameters using crossover and mutation operation. Nevertheless, it can improve MSE compared with single-objective approach.

As a whole, the revised NSGA-II can achieve good performance according to all three objectives, and it can obtain models dominating models by NSGA-II and the learning-to-rank approach over most sets of data. Considering the advantage of obtaining diverse models simultaneously for different applications, multi-objective methods perform well compared with the single-objective approach, and the revised NSGA-II performs best.

**B. RQ2: Multi-Objective VS. Other Linear Models**

In the above subsection, we mentioned that multi-objective methods have the advantages of obtaining multiple models simultaneously for different applications. However, as pointed by Li et al. [8], for each specific application, only one model of Pareto-optimal is desired. Therefore, in this subsection, we choose only one model for each method and compare their performance over 30 sets of cross-version data. To be specific, for multi-objective methods and the learning-to-rank approach, we choose the model with largest weighted target (in this implementation, we use $(4 \times FPA - 2 \times NNZ - MSE)$ with normalized FPA/NNZ/MSE values as the weighted target) from Pareto-optimal training models to predict the testing data (the next version of data). For linear regression, ridge regression and lasso regression methods, they obtain only one training model,
so we can use it directly to predict the testing data. The compared results are shown in Table II.

From Table II, we can see that lasso regression and the revised multi-objective approach can achieve sparse models, while other approaches have no zero parameter. The lasso shrinks the ordinary least-squares estimator towards zero and potentially sets $\alpha_i$ to zero for some $i$ [3], so it may build sparse defect prediction models. The revised multi-objective approach, which is modified to make more zero parameters, can achieve sparser models than lasso regression (having more zero parameters). Therefore, when model complexity is considered, we can use the revised multi-objective approach to construct sparse defect prediction models.

According to average MSE, the revised multi-objective approach can achieve more accurate models than the original multi-objective approach and the learning-to-rank approach.
and it can achieve models that are comparable to models by linear regression, ridge regression and lasso regression. Nevertheless, the best method for each set of data might be different. For example, for “jedit-4.1-jedit-4.2”, revised NSGA-II achieves best MSE, while ridge regression achieves minimum MSE for “poi-2.0.poi-2.5”. According to average FPA, the revised multi-objective approach performs as well as other linear models. Similarly, the best method for each set of data might be also different.

As a whole, the revised NSGA-II can construct sparse linear models, compared with other linear models. Furthermore, the revised multi-objective approach performs as well as the original multi-objective approach and other methods according to FPA over most sets of data. In some cases such as “ivy-1.4.ivy-2.0”, they even achieve better results. According to MSE, the revised multi-objective approach performs better than the original multi-objective approach and the learning-to-rank approach, and performs as well as linear regression, lasso regression and ridge regression. These imply good performance of the revised multi-objective methods.

VI. THREATS TO VALIDITY

Eleven open-source projects including 41 versions in PROMISE repository [12] are employed to conduct experiments, and cross-version defect prediction is adopted in order to simulate the real application. Therefore, the obtained results are strongly related to the software defect prediction domain and the results are convincing. However, some potential threats to validity should be considered.

One threat is the datasets. Although we employ a large collection of publicly available datasets, these datasets are only a very small part of all datasets in real world. The conclusions over these 41 datasets might not hold for other datasets.

Another threat is the choice of compared methods and parameters. There are many methods that can construct linear defect prediction models. In this paper, only a few linear models are investigated. Furthermore, the parameters of the compared methods were simply set according to previous work [13], [15], [16]. The parameters for the multi-objective approach were simply set like the learning-to-rank approach [15]. These parameters might not be the best parameters, and the results might be different using different parameters.

The choice of performance measures can also be a threat. We use fpa, mse and nnz as the performance measures. However, there exist other performance measures, such as average absolute error. When different performance measures are adopted, the conclusion might be different.

VII. CONCLUSIONS

Software defect prediction is very important because it can help software testers to allocate testing resources effectively and efficiently. Existing methods construct defect prediction models through minimizing defect prediction error measures or optimizing ranking performance. However, in some cases,
model complexity is also considered. Hence, defect prediction can be seen as a multi-objective optimization problem.

Therefore, we study a multi-objective evolutionary algorithm (NSGA-II) that construct a defect prediction model by simultaneously optimizing more than one goal, for cross-version defect prediction. Cross-version defect prediction constructs a model from the previous version of a software project to predict defects in the current version, which is similar to actual application. In order to build sparser models with more zero parameters, we also propose a revised multi-objective method (revised NSGA-II). Experimental results over 30 sets of cross-version data show that the multi-objective approach and the revised multi-objective approach can construct diverse models to fit different applications. The revised NSGA-II can construct sparser linear models that have more zero parameters than models achieved by other compared methods, without performance loss according to FPA (ranking performance measure) and MSE (prediction error measure). In some cases such as "ivy-1.4_ivy-2.0", the revised NSGA-II even achieves better results. These imply the good performance of the revised multi-objective methods. Therefore, it is a good choice to use the revised multi-objective approach to build sparse defect prediction models.
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