
Research on ensemble model of anomaly detection 
based on autoencoder 

Yaning Han 
University of Chinese Academy of 

Sciences 
Technology and Engineering Center for 
Space Utilization, Chinese Academy of 

Sciences 
Beijing, China 

toxiaoning@163.com 

Jianmin Wang 
Technology and Engineering Center for 
Space Utilization, Chinese Academy of 

Sciences 
Beijing, China 

wangjm@csu.ac.cn 

Yunyun Ma 
Technology and Engineering Center for 
Space Utilization, Chinese Academy of 

Sciences 
Beijing, China 

myy@csu.ac.cn 

l

Jinbo Wang 
Technology and Engineering Center for 
Space Utilization, Chinese Academy of 

Sciences 
Beijing, China 

wangjinbo@csu.ac.cn 

Abstract—In the fields of technology such as aerospace, 
anomaly detection is critical to the overall system. With the large 
increase in data volume and dimensions, the traditional 
detection methods have great limitations, and thus anomaly 
detection algorithms based on deep learning have received 
widespread attention. In this paper, based on autoencoder: 
standard autoencoder, denoising autoencoder, and sparse 
autoencoder, an ensemble detection model that can extract more 
feature information is proposed. To make more use of these 
feature information, inspired by the idea of pooling layer of the 
CNN, two feature fusion methods are proposed. Finally, the 
experiment verifies that the result of this model is better than 
the single autoencoder model. 

Keywords—anomaly detection, autoencoder, ensemble 

I. INTRODUCTION 
The Internet and information technology are developing 

rapidly. In the face of complex network environments, the 
amount of data is growing at an extremely fast rate, and data 
processing technology is also developing rapidly, which has 
also caused more and more network security exceptions. 
People build network security precautions from various levels, 
such as data packet encryption, access authentication, and 
anomaly detection. Data packet encryption and access 
authentication are passive defenses, which can detect and 
block most intrusions, but cannot detect and block intrusions 
inside the network system. Anomaly detection can analyze the 
information of the network system and can detect the intrusion 
behavior inside the system. Therefore, compared to data 
packet encryption and access authentication, anomaly 
detection can more effectively ensure network security. 

Currently, scholars and engineers need to develop some 
methods to find valuable information in massive data and 
hidden safety hazards in the network. Data mining has gained 
the attention. It is based on statistical methods and uses 
machine learning, artificial intelligence and other technologies 
to analyze massive data and extract useful information. 

II. RELATED WORK

So far, many experts and scholars have done a lot of 
research on anomaly detection problems and improved a lot 
of anomaly detection methods. Common methods of anomaly 
detection are clustering and support vector machine in data 
mining. The clustering algorithm has fast detection speed, but 
the false detection rate is relatively high [17]. Support vector 

machine (SVM) is a common machine learning classification 
model [18], however the performance of support vector 
machine is greatly affected by hyperparameters. For 
inexperienced scholars, the hyperparameters cannot be 
reasonably combined and the results cannot be guaranteed. 

Neighbor-based methods assume that normal data has 
relatively more neighbors than the outlier data. In [19], 
Breunig adopted a density-based local outlier factor (LOF) to 
address this issue. In [20], Kriegel proposed the local outlier 
probabilities to detect outliers. However, the search for the 
nearest neighbors prohibits such methods to be applied to 
high-dimensional data due to the curse of dimensionality. 
High dimensional data will fool the algorithm to locate the 
improper neighbors, which will decrease the detection 
accuracy. 

In practical applications, massive data and ultra-high 
dimensions have become important challenges for anomaly 
detection. The most common method for working with data 
dimensions is dimensionality reduction. The principal 
component analysis (PCA) method is representative of the 
dimensionality reduction method. However, in the face of 
ultra-high feature space, calculation of covariance matrix 
requires a lot of computational cost and time cost[5]. With the 
development of neural networks, deep learning technology 
has been received widespread attention. The accuracy of the 
neural network detection is relatively high, and accordingly 
the quality of the training data is higher. In [6], Li proposed a 
deep learning approach for intrusion detection using a multi-
convolutional neural network (multi-CNN) fusion method. 
According to the correlation, the feature data are divided into 
four parts, and then the one-dimensional feature data are 
converted into a grayscale graph. 

Although these traditional intelligent diagnosis methods 
such as Neural Network (NN) and Support vector machine 
(SVM) can obtain accurate diagnostic results, they have two 
inherent drawbacks: 1) They cannot generate features 
automatically, and fault features need to be designed by 
experts manually. 2) In practical applications, since the signal 
has non-linear, non-Gaussian or other characteristics, a lot of 
pre-analysis and comparison processes are required[7]. With 
the boosting of artificial intelligence, autoencoder provides an 
effective way to learn representative features, which 
overcomes the above drawbacks of manual feature extraction. 
In [9], Sakurada proposed an Autoencoder-based outlier 
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detection method. As autoencoder can capture the nonlinear 
correlations as well as the linear correlations, this method has 
better detection performance than PCA-based. However, 
when applying the autoencoder to image outlier detection, the 
detection performance is not always very palatable. This is 
because the single autoencoder fails to fully capture the 
correlations among features, especially in the high-
dimensional datasets, and resulting in poor detection accuracy. 
Therefore, the autoencoder based on the ensemble came into 
being. In [10], Chen proposed a novel image outlier detection 
method by combining autoencoder with Adaboost (ADAE). 
By ensembling many weak autoencoders, the method can 
better capture the statistical correlations among the features of 
normal data than the single autoencoder. Therefore, the 
proposed ADAE is able to determine the outliers efficiently. 

This paper is based on ensemble multiple autoencoders for 
feature extraction. 

III. PROPOSED MODEL 

A. Standard Autoencoder (AE) 
Autoencoder is an unsupervised artificial neural network 

that is trained for automatic feature extraction Through 
training, the weight and bias parameters of each hidden layer 
can be adjusted under the optimal output to obtain different 
representations of the input (each layer represents a 
representation ), So-called higher-order features. Studies show 
that automatic learning methods can greatly improve the 
accuracy, and thus achieve better classification results than 
other traditional classification algorithms. This method is 
called an autoencoder. The structure of the autoencoder is 
shown in Fig. 1. 

1x

2x

3x

...

inVx

1x

2x

3x

...

inVx

1h

...

hiddVh

x h x

 
Fig. 1. The structure of AE 

 The autoencoder encodes the input x to obtain a new 
feature h. Assume that the original input x can be 
reconstructed from the new feature h. The encoding process is 
as follows: 

e eh f W x b

 eW  is a weight vector and eb  is a constant. Like the 
neural network structure, its encoding is a linear combination 
followed by a non-linear activation function. If there is no 
non-linear activation function, then the autoencoder is no 

different from ordinary PCA. With the new feature h, the input 
x can be reconstructed, that is, the decoding process: 

d dx g W h b

 We want the reconstructed x  and x  to be as same as 
possible, and this model can be trained using a loss function 
that minimizes negative log-likelihood: 

log |Loss P x x

 P  is the loss function of x  and x . Sometimes we add 
more constraints or penalties to autoencoder, such as 
denoising autoencoder and sparse autoencoder. Because it is 
not meaningful to simply reconstruct the original input most 
of the time, we hope that the autoencoder can capture more 
valuable information of the original input in the case of 
approximate reconstruction of the original input. 

B. Denoising Autoencoder (DAE) 
 Due to the existence of noise and outliers in the actual data, 
it is still difficult to learn the robust sample features using the 
above method to improve the applicability of the autoencoder. 
In order to force the hidden layer to acquire more robust 
features, a method of introducing noise to reconstruct the 
original input signal  has been used to train the autoencoder.  
that is the denoising autoencoder(DAE). 

x x h y

f g

 
Fig. 2. The structure of DAE 

As shown in Fig. 2, after introducing random noise, the 

input signal xx  follows the distribution ~ ( | )x q x x~ ( | )x ~ ( |( | . the 

signal that reaches the hidden layer(4). 

( ) e eh f x f W x be ex f W x b) e ef W xf W x)

( ) d dgy g W bh h

then (5) reconstructs the input data, and finally trains 

the parameters to minimize the error by (6). 

2( , )HL x y y x
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so the model output y  gradually approaches the real 

in x

C. Sparse Autoencoder (SAE) 
 SAE is also based on AE. Make some restrictions on the 
hidden layer, such as reducing the number of neurons, the 
neural network will compress the data and extract features. 
When the penalty term is added to make the neuron inactive 
in most cases, the network can learn very interesting edge 
features. 

 Firstly, the objective function of the SAE is given as (7). 
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 (9) is a new penalty for the hidden layer. 2s  represents the 

number of neurons in the hidden layer. ˆ j  represents the 
average activation degree of hidden layer neuron j for all 
training data. 
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      SAE can restrict the activation degree of each neuron 
node by adding sparseness restrictions, making the fault 
features extracted from the original input data more robust 
and less affected by interference factors such as noise, so to a 
certain extent Improve accuracy. 

D. The proposed Ensemble Autoencoder(EAE) for anomaly 
detection 

AE

feature fusion

classification

output

feature extraction

input

DAE SAE

Fig. 3. The flowchart of EAE 

This section introduces the proposed EAE method for 
anomaly detection in detail, and proposes the feature fusion 
method by analogy to the pooling layer of convolutional 
neural network(CNN).  

EAE integrates three types of autoencoders above: AE, 
DAE and SAE in Fig. 3. Each autoencoder has the functions 
of dimensionality reduction and automatic feature extraction. 

 For CNN, the convolutional layer is mainly used to extract 
features. This paper uses autoencoder to extract features. The 
size and quality of the features by different convolution 
kernels are different, so the pooling layer is introduced. 
Essentially, the pooling layer is a feature fusion between 
multiple channels. Through the pooling layer, not only can the 
feature map be reduced, but also the amount of calculation can 
be reduced by reducing network parameters, and overfitting 
can be controlled to a certain extent. Similar to the pooling 
layer of a convolutional neural network, after the feature is 
extracted by the autoencoder, we also propose and define three 
feature fusion methods: feature non-fusion or single feature 
(SF),  max feature (MF) and average feature (AF) in Fig. 4. 

f1 f2 f3

F = {f1,f2,f3}

F

Fig. 4. Feature fusion 

As shown in Fig. 4, assuming three encoders get three 
feature maps:f1, f2 and f3, all of which are *n m . For each 
feature map, , (0 1,0 1)i j i n j m  
represents row and column respectively. The feature fusion 
methods are as follows: 

SF: No processing the feature map as (11). 

1 2 3F( , ) f ( , ) or  f ( , ) or f ( , )    i j i j i j i j

MF: Take the largest feature at the same location as 
(12). 

1 2 3F( , ) max(f ( , ),  f ( , ),  f ( , ))i j i j i j i j

AF: Mean of the same location feature as (13). m  is 
the dimension of these feature maps. 

1 2 3f ( , )+f ( , ) f ( , )F( , ) i j i j i j
i j

m

Finally get F()  and input to the classifier. The overall 
experimental scheme is shown in Fig. 5. (SVM: Support 
Vector Machine, LR: Logistics Regression, KNN: k-Nearest 
Neighbor) 
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Fig. 5. Experimental schema 

IV. EVALUATIONS AND RESULTS 
The proposed model is validated on some credit card fraud 

detection dataset with three autoencoders and three classifiers. 
In order to balance the positive and negative proportions, the 
positive samples are down-sampled and the negative samples 
are up-sampled. The data set is randomly divided into the train 
set and the test set according. normalize the train data and 
adjust network parameters to make the autoencoder reach the 
optimal state. The results are shown in TABLE I. 

TABLE I.  RESULTS 

 
Accuracy 

SVM LR KNN 

SF1 0.784 0.775 0.79 

SF2 0.796 0.817 0.809 

SF3 0.811 0.803 0.812 

MF 0.84 0.848 0.853 

AF 0.845 0.854 0.837 

 

As TABLE I, the accuracy of MF and AF are better than 
that of SF. It shows that the ensemble model with feature 
fusion extracts and uses more feature information than the 
single model (SF can be regarded as the single model). The 
generalization performance is better. In addition, the results of 
SF2 and SF3 are better than SF1, with less loss of feature 
information. This proves that the addition of penalty terms and 
denoising operation has helped improve the results. Because 
all the autoencoders use a single hidden layer, the accuracy 
results are not very high. If multiple hidden layers are used, 
the result may be higher. 

V. CONCLUSION 
In anomaly detection, this paper proposes an ensemble 

model based on autoencoder, and uses some data to conduct 
experiments. The verification results show that the results of 
the ensemble model are better than the single model, and more 
feature information is used. Autoencoder has better automatic 
feature extraction capability and can be widely used in more 
fields. 
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