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Abstract

Software security bug is one of the key threats to the security of software systems. Isolating security bugs that may be potential security bugs is important. We formalize a program error propagation based model (PEP), which used to be applied to locate integer bug and our contribution are as follows: We formulate a theory model based on the mechanism of how the security bug triggers the program error propagation and propose a security bug localization approach by applying spectrum-based fault-localization (SFL) technique, a novel method to locate software fault to alleviate false negative and false positive problem. Our experimental results show that: 1) Our model is more effective than present ones to locate nearly 97% integer bug and buffer overflow which are the main security bugs by examining 50% codes on average; 2) Compared with the traditional techniques, SFL can find 100% of integer bugs and buffer overflow so it is a promising, technology roadmap to reduce false negative and false positive for locating security bugs.
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1. Introduction

Software security is one of the most important software quality properties. In the era of internet, developers have to pay more attention to the security issues in software development process [1-5]. Once the security bug is discovered by the attacker, it can be used to access or destroy the system without authorization, which threads the security of the computer system. Therefore, using security bug localization technology to find possible security bugs in software is an important guarantee to maintain the security of software systems. Locating these security bugs has been considered as a time-consuming but important process. Many traditional techniques, such as [6] and [7], are proposed to detect security bugs based on the features learned by prior knowledge, so false negative and false positive problem still exists.

In our previous paper [8], we proposed a innovative model, IntRank, to estimate every suspiciousness score of the statements. In this paper, we formulate IntRank into a precise error propagation (PEP) model based on Total Probability Theorem and PageRank [9], which is a link analysis technique to find popular Web pages. In our experiment, we focus on two main security related bugs involving integer bug and buffer overflow via applying mutant analysis [10]. Since SFL can locate the bug without any priori-knowledge, we evaluate existing various SFL models including ours. The result shows that ours is more effective than other models in locating security related bug which are injected into the programs. Meanwhile, almost all the SFL can reduce false negative and false positive when compared with the traditional security bug detection tools. In this paper, the terms 'software' and 'program' are used interchangeably. Also 'fault' and 'bug' are used interchangeably and defined based on [11].

The remainder of this article is organized in the following manner: we describe the research background in Section 2 and our approach in Section 3. In Section 4, we set up an experiment evaluation. Finally, conclusions and future work are presented in Sections 5 and 6, respectively.
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2. Background

2.1. Security Bug Detection Technology

In the past years, many security bug detection approaches have been proposed. Security testing can be broadly categorized into static and dynamic based on complexity of program and type of integer bugs to be found [12]. Static testing is applied without running the software, and dynamic testing is performed by running the program.

**Static analysis tool:** ITS4 [7] and Flawfinder [13] are tools based on lexical analysis and maintains a database to read the database at runtime and compare with the source codes. SPLINT [14-15] is the expansion of LCLINT tool for detecting buffer overflows and other security threats. It employs several lightweight static analyses. Ebriman N. Ceesay [16] and other static analysis tools run on the Cqual to track distrust data, and use data flow sensitive analysis to generate an alarm when untrusted data is used. To avoid security bugs, some programming protection mechanisms such as compiler extensions and security C++ classes are widely used.

**Dynamic analysis tool:** Dynamic testing analysis varies in techniques; most popular are fuzz testing [17], concolic testing [18], and search-based testing [19]. Fuzz testing can be broadly divided into black box and white box fuzz testing depending on weather gaining knowledge of internals of the program. Concolic execution tools such as Symbolic JPF [20] test as many paths as possible; hence, they try to avoid untested paths that may lead to security bugs have been proposed to be very effective in security bug detection.

Many existing techniques are effective in security bug detection. Static analysis techniques may suffer from generation of false positive and false negative, because it does not run the program and only focus on the formal rules that define the features of security bugs. Existing dynamic techniques alway generate test data from every possible path to trigger the security bugs not to find the root cause fault; false positive and false negative also exist.

2.2. Overview of SFL Techniques

Various spectrum-based fault-localization (SFL) techniques [21-25] have been proposed to locate bugs in the program. The program spectrum information [26], including passed test coverages and failed test coverages, is used to compute suspiciousness [23] of individual program entities (Maybe statements [27], branches [28], and predicates [29]). The definition of program spectra is \( s(E_i, t) \). The definition of individual program entities is \( E_i \). The definition of individual program entities is \( E_i \).

There are many popular statement spectrum level techniques such as Tarantula [30] and Ochiai [31]; empirical study shows that Ochiai is generally considered more effective than Tarantula. However, the above techniques consider individual program entities independent of each other; the performance is poor in some cases. Zhao et al. [32] state that using only individual coverage information may not reveal all the execution paths. Kai Yu [33] proposed model LOUPE, which uses multiple spectra-specific models including branch coverage and Du-pair coverage.

In recent years, researchers have proposed many fault-localization models by analyzing error propagation. Zhenyu Zhang [34] proposed CP model to estimate suspiciousness score of every statement by analyzing error propagation using the control edge in control flow graph (CFG). In [35], the propagation of failure states is analyzed by using variable reaching-definition analysis and dependence analysis. [36] proposed a page-rank algorithm based on fault localization by using the fault influence network. In fault influence network, the node is Java method.

The result of SFL is a ranked statement by the suspiciousness score that provides a clue to find out the root cause fault. In this paper, we apply SFL to help programmers locate security bugs.

2.3. PageRank Algorithm and Total Probability Theorem

In this part, we give the introduction of PageRank algorithm and total probability theorem.

**PageRank:** PageRank assumes that "highly linked pages should be regarded as more important than pages being seldom linked" [9]. Let \( p \) be a page and \( M(p) \) be the set of pages \( p \) has links to. \( N(q) \) is the set of pages linked to \( p \). It uses \( P(p) \) to denote the ranking of a page \( p \). So, a link to a page is a expression of the importance of that page. \( P(p) \) can be expressed as:
\[ P(p) = (1 - n) + n \sum_{q \in EM(p)} P(q) \times \frac{1}{|N(q)|} \] (1)

\(|N(q)|\) is the number of pages in the set \(N(q)\). The argument \(n\) is a damping factor introduced to simulate the probability that a user continues to browse pages using the links.

**Total probability theorem** [37]: Suppose \(B_1, \ldots, B_n\) are mutually disjoint events on a probability space \((\Omega, F, P)\) such that \(\Omega = \bigcup_{i=1}^{n} B_i\) and \(P(B_i) > 0\) for each \(i \in [1, n]\). Then for any event \(A\),

\[ P(A) = \sum_{i=1}^{n} P(A|B_i)P(B_i) \] (2)

### 3. Our Approach

#### 3.1. Motivating Example

In this part, we review the motivating example [8, 38] and explain why present models, CP and LOUPE, sometime perform poorly (As shown in Figure 1). The motivating example program is from [22]. We found that in Figure 1, the suspiciousness score of faulty statement(s) is not the maximum value in neither CP or LOUPE.

![Figure 1. Motivating Program Mid.c [8, 38]](image)

The main reasons why CP [34] and LOUPE are not precise in this example are as follows.

1. CP model is only based on control dependence situation, so it cannot separate statement in the block. That means the suspiciousness scores calculated by CP of statements in one block are same. As shown in Table 2, statements from line 7 to 10 belong to the same block; the scores are the same, ‘0’. The maximum score is assigned to the statement in line 12, as shown in Figure 1 Part a; the branch trace starts to deviate from the expected when using CP model. On the other hand, it ignores data dependence situation. Dataflow propagation is another important type of program state propagation.

2. LOUPE model is based on the hypothesis that when the fault is activated, the statement has the control or data
dependence relation with the fault one immediately leads to the error branch trace or the Define-use trace. The suspiciousness score of the non-predicate statement is related to the mean score of the define-use pair which it belongs to. And the suspiciousness score of the branch-predicate statement is affected by the suspiciousness score of its branch. In Figure 1 Part b, the suspiciousness score of the define-use pairs (9, 14, z) and (7, 14, x) in line 14 (s₁₄) are both 0.707. According to LOUPE, \( \text{susp}(s₁₄) = (0.707 + 0.707)/2 = 0.707 \). On the other hand, the suspiciousness score of the branch (14, 15) is 0.707. s₁₄ only belongs to branch (14, 15); its suspiciousness score is calculated as \( \text{susp}(s₁₄) = 0.707 \). So, \( \text{susp}(s₁₄) = \max(\text{susp}(s₁₄), \text{susp}(s₁₅)) = 0.707 \). s₁₄ has the maximum suspiciousness score but it is not the faulty statement. In LOUPE, the faulty statement s₇ does not have the maximum suspiciousness score because \( \text{susp}(s₇) = (0.707 + 0.707 + 0.707 + 0.408 + 0 + 0)/6 \approx 0.422 = \text{susp}(s₇) < \text{susp}(s₁₄) \). s₇ is not the predicate, so we can make \( \text{susp}(s₇) = \text{susp}(s₇) \). The faulty statement s₇ belongs to define-use pairs (7, 18, x) and (7, 19, x), of which suspiciousness scores are both 0. These two suspiciousness scores affect the suspiciousness score of s₇.

In the program execution, the faulty statement affects the program state (value or control flow), and the state is propagated to the failure position with the program execution. In Figure 1 Part b, T5: \( x = -327696 \), \( y = -65579 \), and \( z = -3 \); this is the failed test. When variable x is assigned by the function atoi() return value in program entrance, the data type of the return value is forced to change from int to short int. So \( x = -327696 \) is out of the range of short int and Truncation Error is activated.

The error value is used by the following statements. When the predicate statement uses the error value, the control flow is also the error value. At last, the program failure occurs. As shown in Figure 1, when the fail test is T5, the error and actual branch trace is \((4, 7) \rightarrow (11, 12) \rightarrow (12, 14) \rightarrow (14, 15)\) which differs from the expect branch trace \((4, 7) \rightarrow (11, 12) \rightarrow (12, 13)\) (always unknown in practice). s₁₂ is a fault relevant statement, and s₁₄ and s₁₅ are failure relevant statements.

Above all, we make hypothesize that: 1) The precise error propagation model includes at least two situations: control flow and data flow; 2) Suspicousness scores of the two statements in the same data dependence relation (control dependence) may have some statistical relation; 3) During a program execution, a fault relevant program entity may propagate program states to adjacent entities, which are more related to a failure using dependence edges connecting to that entity; 4) The event that a program statement A is the fault relevant can cause the event that statement B is failure relevant if \((A, B)\) is a dependence edge during a program execution.

3.2. Details of PEP Model

Based on the above intuitive hypotheses, PEP has 4 processes. First is getting the edge profile, second is calculating the ratio of propagation using the edge, third is solving the statements suspiciousness score by constructing an equation set based on PageRank Equation (1), and fourth is producing the report.

We give the details of the model in Figure 2, and some preliminaries that may be involved next in Preliminaries table in Figure 2.

(1) The infected program states the propagation probability calculation. There are various kinds of similarity coefficient formulas to calculate the suspiciousness score of program entity so choosing an effective similarity coefficient is important.

In CP model [34], the edges suspiciousness score of \( e_i \) is \( \Delta s_i(e_i) \):

\[
\Delta s_i(e_i) = \frac{s_i'(e_i) - s_i(e_i)}{s_i(e_i) + s_i'(e_i)} \cdot \frac{|\text{failed}(e_i)|}{|T_f|} = \frac{|\text{passed}(e_i)|}{|T_p|}
\]

where \( |\text{failed}(e_i)| \) is the sum frequency of the failed tests cover ei, \( |T_f| \) is the sum of failed tests and \( |\text{passed}(e_i)| \) is the sum frequency of the passed tests cover ei. \( |T_p| \) is the sum of passed tests. We chose Ochiai to calculate \( \text{susp}(e_i) \).

\[
\text{susp}(e_i) = \frac{s_i'(e_i)}{\sqrt{(s_i'(e_i) + s_i(e_i))|T_f|}}
\]

According to [39], since \( \Delta s_i(e_i) \) can be denoted by Tarantula using increasing function \( \Delta s_i(e_i) = 2 \text{susp}_{\text{Taran}} - 1 \), \( \Delta s_i(e_i) \) is equivalent with Tarantula in sorting suspiciousness score. Ochiai is more effective than Tarantula, so Ochiai is more effective than \( \Delta s_i(e_i) \).
Proof: We change the form of $\Delta s_i(e_i)$ as follows:

$$
\Delta s_i(e_i) + 1 = \frac{s'_i(e_i) - s_i(e_i)}{s_i(e_i) + s_i(e_i)} + \frac{s'_i(e_i) + s_i(e_i)}{|\text{failed}(e_i)|} = 2 \times \frac{s'_i(e_i)}{s_i(e_i) + s_i(e_i)}
$$

$$
= 2 \times \frac{|\text{passed}(e_i)|}{|T_f|} + \frac{|\text{failed}(e_i)|}{|T_f|} = 2 \times \text{susp}_{\text{Tarantula}}
$$

The infected program states propagation probability calculation
Equation(3)

The Ratio of Propagation Via the Edge Calculation. 
Equation(4)

Construct a linear equation of the statements suspiciousness score
Equation(5)

(2) The ratio of propagation using the edge calculation is shown. For a given $N_i$ in $G(N, E)$, error state can be transferred to $N_i$ using its every possible incoming edge as shown in Figure 2. The ratio of propagation using the edge is the probability of the error state is propagated using $e_i(N_d, N_i)$ among all the $N_i$'s incoming edges. We get the following expression:

$$
\text{Weight}(e_i(N_d, N)) = \frac{\text{susp}(e_i(N_d, N_i))}{\sum_{e_i(N_d, N)} \text{susp}(e_i(N_d, N_i))}
$$

Equation(4)

When $e_i$ is branch($n_i, n_j$),

$$
\text{Weight}(n_i, n_j) = \frac{\text{susp}_{\text{branch}}(n_i, n_j))}{\sum_{\text{branch}(n_i, n_j)} \text{susp}_{\text{branch}}(n_i, n_j))}
$$

When $e_i$ is DU-Pair(Def($v$, $n_i$), Use($v$, $n_j$)),

$$
\text{weight}(v, n_i, n_j) = \frac{\text{susp}_{\text{DU-Pair}}(\text{DU-Pair}(v, n_i), \text{Use}(v, n_j)))}{\sum_{\text{DU-Pair}(v, n_i), \text{Use}(v, n_j)} \text{susp}_{\text{DU-Pair}}(\text{DU-Pair}(v, n_i), \text{Use}(v, n_j)))}
$$

Example and description of CGN, E

Preliminaries

Figure 2. Overview of Model PEP
As illustrated in the motivating example, \( \text{susp}_\text{Ochiai}(\text{DU} - \text{Pair}(y, 8, 11)) = \text{susp}_\text{Ochiai}(\text{DU} - \text{Pair}(z, 9, 11)) = 0.632. \)
so \( \text{Weight}(y, 8, 11) = \frac{\text{susp}_\text{Ochiai}(\text{DU} - \text{Pair}(y, 8, 11))}{\sum_{\text{DU} - \text{Pair}(\cdot, \text{Use}(z), \cdot)} \text{susp}_\text{Ochiai}(\text{DU} - \text{Pair}(\cdot, \text{Use}(z), \cdot))} = 0.632/(0.632 + 0.632) = 0.5 \)

(3) The statements suspiciousness score calculation based on Total Probability Theorem and PageRank. The node \( n_i \) in \( G(N, E) \) (see Figure 2) may have its successor nodes \( \{n_i, j = 1, 2, \ldots, n\} \). \{\text{susp}(n_i), j = 1, 2, \ldots, n\} can be considered as mutually disjointed events on a probability space. Using Equation (2), let \( P(A) = \text{susp}(n_i) \), and \( P(B) \) can also be denoted as \( \text{susp}(n_i) \). \( P(A|B) \) can be denoted as \( \text{Weight}(e_i(n_i, n_j)) \). When a program statement \( n_i \) is executed, there are two main scenarios: Firstly, its successor \( n_j \) is executed as follows (1):

\[
\text{susp}_s^{(1)}(n_i) = \sum \text{Weight}(e_i(n_i, n_j)) \times \text{susp}_s(n_j), j = 1, 2, \ldots
\]

Secondly, it halts and has no successor statement. In this scenario, we use \( \sum_{e(|e, n_j|) \text{susp}_s} \) to estimate that \( \text{susp}_s^{(2)}(n_i) \) and \( e(|e, n_j|) \) are the incoming edge of \( n_i \). \( \text{susp}_s^{(2)}(n_i) \) is the probability of \( n_i \) fault in scenario 2.

We integrate the above two scenarios into one expression as follows. For \( n_i, |e_{\text{in}}| \) is the number of its incoming edges and \( |e_{\text{out}}| \) is the number of its outgoing edges. The more incoming edges, the more likely the second scenario could occur. The more outgoing edges, the more probable the first scenario could also occur. Using Equation (1), let \( n = \frac{|e_{\text{out}}|}{|e_{\text{in}}| + |e_{\text{out}}|} \), \( P(q) \times \frac{1}{|N(q)|} \) is denoted as \( \text{Weight}(e_i(n_i, n_j)) \times \text{susp}_s(n_j) \); we get Equation (5).

\[
\text{susp}_s(n_i) = (1 - \frac{|e_{\text{out}}|}{|e_{\text{in}}| + |e_{\text{out}}|})\text{susp}_s^{(1)}(n_i) + \frac{|e_{\text{out}}|}{|e_{\text{in}}| + |e_{\text{out}}|} \sum \text{Weight}(e_i(n_i, n_j)) \times \text{susp}_s(n_j)
\]

At last, we construct an equation set in which \( \text{susp}_s(n_i) \) is the unknown number by (4). We solve the equation set by Gaussian elimination and get \( \text{susp}_s(n_i) \) and \( \text{susp}_d(n_i) \) for every \( n_i \) in \( P \).

(4) The report is generated based on the following steps. 1) Models integrating. For every \( n_i \) in Program, we compare \( \text{susp}_s(n_i) \) with \( \text{susp}_d(n_i) \) and get \( \text{susp}(n_i) = \max(\text{susp}_s(n_i), \text{susp}_d(n_i)) \). \( \text{susp}_s(n_i) \) is the suspiciousness score in control dependence scenario and \( \text{susp}_d(n_i) \) is the one in data dependence scenario; 2) Exception handling. When \( n_i \) does not belong to any branch, \( \text{susp}_s(n_i) = 0 \). When it does not belong to any DU-pair, \( \text{susp}_d(n_i) = 0 \); 3) Suspiciousness score sorting. We sort the suspiciousness scores of every statement in descending order by rank. The statement with the lowest rank is on the top of the report and checked first by programmer. When the suspiciousness scores of statements in \( P \) are the same value, the rank of the last one is assigned to all these statements. In motivating example, the rank of faulty statement \( s_7 \) is 2 when applying PEP model. Meanwhile the rank of \( s_7 \) is 14 calculated by CP and 10 by LOUPE. So PEP is superior to CP and LOUPE in the fault localization accuracy. That means the programmer only checked 2 codes of faults, rather than 14 by CP and 10 by LOUPE.

When the coincidental correctness is covered by a test, the test result is still passed, which is against the hypothesis of PEP. PEP also cannot locate the fault introduced by the missing code.

4. Empirical Evaluation

In this section, we conduct a controlled experiment to evaluate the effectiveness of our technique. Research questions addressed in this experiment are as follows:

RQ1: How is the accuracy of our model and existing models for security bug related fault localization?

RQ2: Compared with present security bug detection techniques, does SFL techniques (including our model) perform with lower false positive and false negative?

4.1. Experimental Setup

(1) Subject programs (shown in Table 1). Subject programs TCAS and schedule are from Siemens Test-suite, which is most frequently used for subject in previous works obtained from SIR [40]. TCAS is an aircraft collision, avoidance system and schedule is priority scheduler. They are both kernel of mission critical software. The branch and Du-pair coverage information
is produced by gcc with WET [41].

(2) Security bug and Test data. Injected into subject programs, we construct 24 versions of faulty programs. In TCAS, variable 'Own_Tracked_Alt' and variable 'Other_Tracked_Alt' respectively represent the altitudes of aircraft and the altitudes of detected flights. The two variables can accept malicious data. We select one or more statements and then change the variable types of 'Own_Tracked_Alt' and 'Other_Tracked_Alt' in these statements from 'int' type to 'short int' type in order to simulate truncation error(a kind of integer bug). v1-v6 are single fault versions and v7-v19 are multi-fault versions. We add 32767 to the fourth and the sixth parameter in test data obtained from 'tcas/testplans.alt/testplans-bigcov/suite.271' to generate malicious data. In 8 faulty versions of schedule, we inject a buffer overflow bug by changing the constant with large number or modify the data type of function malloc() return value and so on. v20-v25 are single fault and v26-v27are multi-fault versions. Test data is from 'schedule/testplans.alt/testplans-bigcov/suite.1000'.

4.2. Evaluation Metric

The accuracy of fault location model can be expressed as the number of codes that must be checked before the programmer finds the faulty statement by the order of the rank in the report list. The fewer statements the programmer checks, the more accurate the model. In this paper, accuracy is defined as follows [39]:

\[ q = \frac{\text{rank}}{\text{total}} \]

'rank' is the rank in the report list, and 'total' is the total number of executable statements. The accuracy of security bug detection can be denoted as false negative and false positive. False negative:

\[ FN = 1 - \frac{D}{E} \]

'D' is the quantity of faults which are detected as security bug in the report. 'E' is the total quantity of faults in the program. False positive: \( FP = 1 - \frac{D}{P} \). 'D' is the quantity of faults which are detected as security bug in the report. 'P' is the total quantity of faults in the report. The report of fault localization is a priority sequence, but security bug detection reports no priority. We define \( FP = (\text{rank} - 1)/\text{total} \) for single-fault versions and \( FP = (\text{rank}(n) - n)/\text{total} \) for multi-fault versions. Suppose n faults in a multi-fault program, rank\((n)\) is the quantity of codes that must be examined when the last fault is found and (rank\((n) - n)\) statements which are false positive are not faulty in the report.

We define the \( P_{FN=0} \) as the average FN of different techniques. \( P_{FN=0} = |\text{versions}(FN = 0)|/|\text{versions(all)}.|\) is the quantity of versions in which \( FN = 0. |\text{versions(all)}| \) is the total quantity of versions.

4.3. Results and Analysis

RQ1: For TCAS (v1-v19) and schedule (v20-v27), our model performs better than existing models. Illustrated in Figure 3-A, 3-B, 3-C, the horizontal axis represents the higher bound of each score range, which indicates the percentage of code that need to be examined when the fault is found. The vertical axis represents the percentage of located defects. When programmer examines 50% codes, nearly 97% faults can be located using our model (Figure 3-A). Other models perform more poorly than ours (73.6% faults located by using LOUPE, 44.7% faults located by using CP, 47.3% faults located by using Tarantula, and 36.8% faults located by using Ochiai) when 50% codes examined. Figure 3-B and Figure 3-C illustrate single-fault and multi-fault versions respectively. Our model can locate 100% single fault by examining only 50% codes for single versions in this experiment, which is more effective than existing models. By examining 50% codes, 90% faults located by LOUP and less than 60% faults located by CP. For multi-fault versions, by examining only 50% codes, more than 96% faults, which is much more than the rest existing models, can be located by our model.

RQ2: Two typical security bug detection tools are selected as research objects. Splint is a static analysis tool that scans

<table>
<thead>
<tr>
<th>Program name</th>
<th>Num of versions</th>
<th>Loc</th>
<th>Size of tests</th>
</tr>
</thead>
<tbody>
<tr>
<td>tcas</td>
<td>19</td>
<td>173</td>
<td>85</td>
</tr>
<tr>
<td>schedule</td>
<td>8</td>
<td>410</td>
<td>226</td>
</tr>
</tbody>
</table>
the source code. Valgrind-memcheck is a dynamic detection tool that uses the dynamic tracking taint propagation technology to monitor untrusted data, if untrusted data used in memory allocation function is caused by empty pointer use, memory leakage and so on. The tool also reports bugs (Figure 4). The detection results of the two tools are as follows. Splint can detect truncation error and sign error but only integer overflow (underflow). Valgrind-memcheck can find where the security bug occurs in malloc(), but only finds the function where the security bug is located, as illustrated in Figure 3-a, 3-b, 3-c.

Part 1  Comparison of Fault localization

Part 2  Comparison of False Positive

Figure 3. Experiment result

General speaking. SFL is more effective than existing tools (Splint [14] and Valgrind-memcheck [42]). Our model is the best of SFL. As illustrated in Figure 3-a, FP range by our model is from 0.6% to 48.57%, which is better than Splint (66.6%-100%) and Valgrind-memcheck (0%-100%). Max FP of Splint and Valgrind-memcheck are both 100%. Max FP is less than 100% in all SFL. Median is 100% for Splint and Valgrind-memcheck, which is much more than 12.86% by our model. For both single-fault and multi-fault versions in Figure 3-b and Figure 3-c, FP of our model has better statistically stability and is at a lower level. As shown in Table 2, all SFL can find 100% the injected bugs in 100% versions. But in 25.9% versions, Splint can find all the inject faults(FN = 0). In only 11.1% versions, Valgrind-memcheck detects all the inject faults(FN = 0).

### Table 2. Comparison of P_{FN=0}

<table>
<thead>
<tr>
<th>Versions</th>
<th>Splint</th>
<th>Valgrind-memcheck</th>
<th>Ours(PEP)</th>
<th>LOUPE</th>
<th>CP</th>
<th>Ochiai</th>
<th>Tarantula</th>
</tr>
</thead>
<tbody>
<tr>
<td>v1-v27</td>
<td>25.9%</td>
<td>11.1%</td>
<td>100%</td>
<td>100%</td>
<td>100%</td>
<td>100%</td>
<td>100%</td>
</tr>
</tbody>
</table>

4.4. Threats to Validity

The overhead cost of monitoring dynamic data dependencies and control dependencies is too much in this paper. But in order to detect security bugs, the cost is affordable. The categories of security bugs that we study are integer bug and buffer overflow. Many other security bugs need to be studied by SFL.
5. Conclusion and Future Work

We apply SFL techniques to security bug detection for source level and find that security bugs can be located effectively by SFL. For the integer bug and buffer overflow, our model is more accurate than existing models and performs better than existing security bug detection with low FP and FN. But for the normal bugs from Siemens Test-suite, our model is more effective in multi-fault versions. As studied in [43], an elaborate information model has no strong correlation with localization effectiveness. PEP is proposed for the fault which can trigger the error state propagation. If the error state causes the failure when fault is active, models using individual coverage information just like LOUPE are more effective. All present SFL have lower FP and FN than Splint and Valgrind-memcheck. In the future, an effective test generation for fault localization [44] need to be discussed. Test oracle can be alleviated by metamorphic testing. In metamorphic testing [45], two or more test execution must be run and how effectiveness is affected by mechanism should be studied. The application for the binary level security bug detection by SFL needs to be discussed in the future.
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